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ABSTRACT
With robots becoming increasingly prevalent in society and our
day-to-day lives, it is worth investigating what error tolerance
would impact how we perceive and interact with robots. In this
study, we investigate whether a partial level of faultiness would
impact a user’s trust and overall likability of the robot. The first
phase of the experiment consisted of participants instructing Fetch
to retrieve objects from a list. In the second phase, participants
asked Fetch were each object should go and placed the objects in
the corresponding locations.We observed the Partially Faulty group
ranked Fetch higher on features like likability and trustworthiness
and the correct and faulty group to have similar results, as was also
observed in prior studies. After conducting an ANOVA test, it was
determined there is no statistically significant difference in Fetch’s
trustworthiness across all three groups. This result could have been
attributed to participants evaluating the robot on different qualities
as well as a small sample size. Future studies could focus on varying
the difficulty of the task, faultiness level, or different robots.
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1 INTRODUCTION
Robots are increasingly being developed to collaborate with hu-
mans, reading social cues from the human and hopefully responding
with the correct and exact information or type of assistance. This
can be complicated due to unstructured and unpredictable nature
of human social interactions, which can be difficult to the robot to
comprehend. However, real human working relationships require
much more than just the ability to understand one another. Peo-
ple need to be accepting of each other, and trust in each person’s
capabilities. Given that, we must ask what sort of behaviors in
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socially-capable robots can improve the quality of interaction with
humans?

This is a question asked by the paper we’ve replicated,Would You
Trust a (Faulty) Robot? Effects of Error, Task Type and Personality on
Human-Robot Cooperation and Trust [4]. The goal of the experiment
was to determine whether observed errors in a robot would affect a
user’s trust in that robot’s instructions. While those with a correct
robot subjectively indicated higher levels of trust, there was no
objective difference in user performance based on the error levels.
However, it was observed that if a task was irrevocable or possibly
harmful, users were less likely to cooperate. Our presentwork builds
off of the results of this experiment, by adding a third, partially
faulty condition. With this, we aimed to explore whether a partial
level of faultiness could be acceptable to users, and how different
they might react compared to a completely faulty or correct robot.

2 BACKGROUND AND RELATEDWORK
2.1 Trust and Robot Performance
The literature on trust in human-robot interactions seems to be
somewhat mixed. Hancock et al. [1] found performance to be the
biggest influence on perceived robot trust, based on analyses of
previous papers. However, newer studies including the one we’re
replicating ([4], [5]) showed no significant difference in perfor-
mance between correct and faulty conditions. In fact, Mirnig et al.
[3] even found that participants preferred interacting with a faulty
robot over a flawless one. These inconsistencies may indicate that
the ideal level of performance for maximizing trust may instead be
some partial condition, which our present work aims to explore.

2.2 Trust and Anthropomorphism
Anthropomorphism has also been studied as a way to increase trust
in social robots. From the related work, it seems that anthropomor-
phic behaviors do have significant impacts on robot likability and
trust. For example, showing vulnerability and admitting mistakes
seems to cause people to engage with it more, and even causes
them to take on more trusting behaviors with other humans [6].

The effect of anthropomorphism seems to be even stronger than
robot performance, as shown in another study by Salem et al. [2]. As
expected, they found that a more anthropomorphic robot (i.e. gives
instructions with gestures instead of without) was considered more
likable and approachable. However, they found that if the robot
sometimes gave the wrong gestures, participant ratings were even
higher, despite their task performance suffering. It may indicate
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that presence of flaws can make a robot seem less like a machine,
and more like a social actor. This ties into our findings about trust
and robot performance, and will be explored more in this present
work.

3 METHODS
3.1 Original Paper
The original paper we based our study off of involved two phases:
a demonstration of competence phase and an unusual requests
phase. In the demonstration of competence phase, the robot per-
formed various tasks to either flawlessly demonstrate its abilities
or incorrectly respond to requests. In the usual requests phase, the
robot instructed the participants to perform a variety of tasks with
varying levels of risk. The original paper used a between-subjects
test, with a correct and faulty group. At the end of this study, partic-
ipants filled out a questionnaire to gauge their levels of agreement
with the assessed items [4].

3.2 Study Design
In our study, we used Fetch to carry out our actions because it
was easiest for us to operate. However, although we were human-
operating the robot, we wanted our participants to believe that the
robot was fully autonomous, making this a Wizard-of-Oz experi-
ment. We chose to do this because we wanted the participants to
think that the faults/mistakes made were from the robot and not
due to human error. In addition to this, we designed our study to be
a between-subjects study, similar to the original paper. This is be-
cause we believed that it didn’t make any sense to have participants
go through all of the different levels of robot faultiness.

We decided to simplify down the tasks that our robot does in the
different phases. We designed our study to have the robot perform
one task in each phase. In addition to simplifying down the actions
done, we decided to add another experiment group so we had three
groups for our study: fully correct, partially faulty, and fully faulty.
These three groups varied in how correct Fetch performed in both
phases.

In the first phase, the participants instructed Fetch to retrieve
various objects from a list that we provided them with. This list
had three items: soap, water bottle, and apple. In the correct group,
Fetch retrieved all the correct items in the correct order. In the fully
faulty group, Fetch retrieved the incorrect object from what the
participant requested. However, in the partially faulty group, Fetch
incorrectly retrieved the first two objects of the list, but retrieved
the correct third item. For example, if the participant asked for the
apple, soap, and the water bottle in that order, Fetch would retrieve
the soap, then the apple, and lastly the water bottle.

In the second phase, the participants asked Fetch where each
item should be placed and Fetch would then point to the the cor-
responding location: either the fridge, sink, drawer, or trash. The
participant would ask Fetch where the items Fetch retrieved in
the first phase would belong and Fetch would drive up and point
using its arm/gripper. In the correct group, Fetch gave the correct
directions: putting the apple in the fridge, throwing away the water
bottle in the trash, and putting the soap near the sink. In the faulty
group, we gave erroneous directions that were obvious enough for
the participant to fully understand that Fetch was wrong, such as

putting the soap in the fridge. In the partially faulty group, Fetch
performed similar to how it did in phase one, where it pointed to
incorrect places for the first two objects, but correctly for the last
object.

Figure 1: Phase 1 Experiment Setup

Figure 2: Phase 2 Experiment Setup

In addition to these two phases, we also had the participants fill
out 3 surveys: one before the study, one in between the two phases,
and one after the study. We used these survey results to understand
how the participants’ options on Fetch changed throughout the
study. We formatted our survey in a way that was non-biased but
could also accurately gauge their responses. In the first survey, we
wanted to get an understanding of the participant’s previous expe-
rience with robots. In the phase 1 survey and exit survey, we used a
Likert-scale from one to five to measure Fetch’s trust, competence,
and likability. We asked the same questions for both and we wanted
to see if participants’ answers would change throughout the study.
However, we did ask the participants to elaborate on their answers
in the exit survey, so we could easily analyze their experience.
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3.3 Changes to Original Study
With less experience operating and manipulating Fetch, we predict
that the range of results from participants would be less apparent
than in the paper. Taking in to account human error, we think that
this would cause the correct group to not always have the most
optimal results. Our study also had less risky actions than the study,
which means that participants don’t feel as strongly about Fetch
and are more willing to comply with Fetch’s incorrect instructions.
In addition, with the addition of the new partially faulty experiment
group, we also expect there to be larger range in the participant’s
opinions when comparing the various groups.

3.4 Expected Results
Should everything go as expected in our study, we would expect
participants to react similarly to that of the study: the more faulty
the robot is, the more hesitant the participant is to follow its instruc-
tions. We expect there to be higher results in trust, competence, and
likability in the correct group in comparison to that of the faulty
group. If there are different results, this means that there could be
another factor, other than correctness, affecting the participants
judgement. If this is the case, we hope that our participant’s expla-
nations in the exit survey could provide some insight. Since we also
added a new group into our study, we can expect that the results
from this group would be somewhere in the middle between the
results from the correct and faulty group.

4 DATA
Initially, we asked the participants the following questions before
interacting with Fetch. This preliminary survey was used to gauge
participant’s prior experiences interacting with Robots and served
as a benchmark to assess how participant’s reactions changed over
the course of the experiment. The survey consisted of un-biased
questions and used a 5-point likert scale to assess participants
opinions.

Figure 3: Phase 0 Survey Responses

After Phase 1, questions regarding the participant’s experiences
and opinions on Fetch’s likability and trust were gauged.

Figure 4: Phase 1 Survey Responses

After Phase 2, a lengthier survey was provided to participants
asking similar questions about Fetch’s likability and trust as well
as additional questions regarding their reactions from both phases
in conjunction.

Figure 5: Exit Survey Responses

Figure 6: Exit Survey Responses
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Figure 7: Exit Survey Responses

5 RESULTS
After compiling the data in Phase 0, on average it was observed
that all of the participants across all three groups had similar levels
of prior experiences with robots as show in the table below.

Figure 8: Phase 0 Results

After Phase 1, the partially faulty group ranked Fetch the highest
and had a more positive opinion of Fetch in comparison to the other
two groups.

Figure 9: Phase 1 Results

In Phase 2, similar to the previous phase, the partially faulty
group ranked Fetch the highest as shown in the synthesized results
below.

Across the phases, it was observed that the correct and faulty
groups in general were in consensus and had similar perceptions of
Fetch. While subjective measures like participant hesitancy were
different between two groups, objective metrics like with the sur-
veys and how often the participants complied were roughly the
same.

Figure 10: Phase 2 Results

Figure 11: Comparing Likability across Phases

Figure 12: Comparing Trust across Phases

In addition, a one-way ANOVA test was performed on much
participants trusted Fetch after both phases. ANOVA was chosen
as the primary statistical analysis test to determine whether the
difference in averages between two or more groups is significant.
The data that corresponded to the question "On a scale of 1-5 how
muchwould you trust Fetch as a Kitchen aid?" was used and resulted
in a p-value of 0.101 and a test statistic F equal to 4.5. Since the
p-value was greater than the level of significance, 0.5, it can be
concluded that there is not a statistically significant difference in
the averages of all the groups. For Fetch’s likability, an ANOVA test
was performed on the responses to the question "On a scale of 1-5,
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how comfortable would you be if a robot was your co-worker?".
This resulted in a p-value of 0.643 and a F statistic of 0.25. This
results in a similar conclusion of the difference of averages of the
three groups not being large enough to be statistically significant.

6 DISCUSSION
We replicated the faulty robots study and studied the quantitative
and qualitative effects on the participants. We wanted to study the
participants’ opinions of the robot in terms of competence, likeabil-
ity, and most importantly, trust. We evaluated this by comparing
participants who experienced either faulty, partially correct, or
correct conditions with the robot.

Firstly, we see that the results of the Phase 0 survey (pre-experiment)
are similar across all groups. For "How Familiar are you with
Robots," the mean rating for the three conditions are between 2
and 3.0. For "On a scale of 1-5, how comfortable would you be if
a robot was your co-worker?", the three groups gave an average
rating of 2.67. All three groups had roughly similar experience with
robots and had similar mixed reactions to working with robots co-
workers in the future. Because these baselines are similar across all
conditions, we can compare the results of the next surveys directly
without having to adjust for the initial baseline.

For the Phase 1 and Exit surveys, we see no significant difference
in the quantitative responses of the participants in the correct and
faulty conditions. When asked "How likely are you to use Fetch
while in the Kitchen?", the correct group gave an average response
of 1 and 1.33 for the phase 1 and exit surveys, respectively and the
faulty group gave an average response of 1.33 and 1.33 for the Phase
1 and Exit surveys. Similarly when asked about the usefulness of
Fetch as a kitchen aid, the correct and faulty groups gave a score of
2 after phase 1 and a score of 2 and 1.67, respectively, for the exit
survey.

While this result may seem surprising, this effect was observed in
the original paper as well, where quantitative metrics were similar
for both these groups. We believe this is due to the participants
unknowingly evaluating the robot on different characteristics for
these two conditions. Whereas the participants in the faulty group
noticed that the robot could not identify the objects correctly, the
participants in the correct group pointed out how slow the robot
would be. The teleoperation of the robot was difficult because of
the distance the operator had to be from the robot to not be noticed
by the participant. While this challenge was present in all the
groups, the correct group noticed this deficiency with the robot
more consistently than the other two groups. As a result, they gave
poor quantitative ratings for the robot based on those observations.

With regards to qualitative observations such as hesitancy, we
found that the participants in faultier groups hesitated more and
often looked to the individuals running the study for confirmation
for risky tasks. A common theme was that participants hesitated
to place the full dishwash soap in the trash, as it is perceived as
irrevocable. This aligns with the findings in the original paper that
indicated that risky and irrevocable actions that did not make sense
led to a breakdown in trust between the participant and the robot.

Surprisingly, the partially correct group gave the best ratings for
the robot in terms of trustworthiness, competence, and likeability.
This group gave the highest scores for all the questions on both

the phase 1 and exit surveys. When asked "How likely are you to
use Fetch while in the Kitchen?", the partially correct group gave
an average response of 3 and 2 for the phase 1 and exit surveys,
respectively. When asked "On a scale of 1-5 how much would you
trust Fetch as a Kitchen aid?", the partially correct group gave an
average response of 3 and 2.67 for the phase 1 and exit surveys,
respectively. Although this result was not statistically significant,
we can speculate about the reason for potentially higher ratings.

The key reason for the greater trust in Fetch was that the partic-
ipants in this group believed in Fetch’s potential to improve. The
partially correct group was designed so that the participants would
see Fetch make two mistakes with placing/pointing at objects fol-
lowed by a correct behavior. We believe this pattern indicated to
participants that Fetch had potential. One participant said in the
exit survey that "After some more training, I think Fetch would
become a more sophisticated tool that could be very useful in the
kitchen." When the participants in this study perceive Fetch’s po-
tential to improve, they may perhaps anthropomorphize the robot,
causing the participant to be more forgiving in their evaluation
of Fetch. Anthropomorphizing robot creates more trust in a robot
whereas a robot that is objectified could cause humans to notice its
flaws consistently.

We encountered many challenges over the course of conducting
our experiment. One of the main issues was that teleoperating the
robot made it difficult to maneuver precisely. Our teleoperator was
approximately 30 feet away from the robot in order to be hidden
from the participants. The teleoperator needed to be hidden in
order to give the participants the impression that the robots were
autonomous. However, this resulted in our teleoperators having
poor depth perception from that distance. This made maneuvering
the robot slow and somewhat inaccurate for all the trials.

We also had issues with recruiting participants. With the Car-
nival holiday and the local uptick in COVID, we were not able to
complete as many trials as we were originally planning to. Our
participants were also homogeneous in terms of demographics. All
were students that went to CMU and have exposure to a technical
curriculum at a research university. Recruiting a diverse base of
participants would allow us to generalize the results of the study to
larger populations, especially as different cultures and age groups
tend to have wide variation in opinions of robots.

In the future, it would be worthwhile to modify the partially
correct group to randomize the order of the correct/incorrect objects
in that case. In that way, the group will likely view the robot as
partially correct instead of an "improving" robot.

We can also vary the locations and types of robots to see how
different scenarios affect the trustworthiness of the robot when it
is faulty. The robot can also ask the participant to perform tasks
that involve higher risks in phase 2. We did not have the resources
to conduct truly irrevocable actions that people would hesitate for.
Our most risky actions were throwing dish soap into the trash,
and placing an apple into the sink. The original study had a task
that involved pouring orange juice into a potted plant. We could
experiment with the riskiness of the task and evaluate whether
participants comply with the robot’s requests.
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7 CONCLUSION
We teleoperated a robot that interacted with humans in either a
correct, partially correct, or faulty mode. We evaluated the partic-
ipants’ trust in and their opinions of the robot as a result of the
robot’s performance. We found that while robots in the correct and
faulty scenarios developed similar levels of trust with the partic-
ipants, individuals viewed the partially faulty robots as the most
competent and trustworthy.
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